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ABSTRACT: The interactions of H2, CO, CO2, and H2O with the under-
coordinated metal centers of the trimetallic oxo-centered M3

III(μ3-O)(X) (COO)6
moiety are studied by means of wave function and density functional theory. This
trimetallic oxo-centered cluster is a common building unit in several metal−
organic frameworks (MOFs) such as MIL-100, MIL-101, and MIL-127 (also
referred to as soc-MOF). A combinatorial computational screening is performed
for a large variety of trimetallic oxo-centered units M3

IIIO (M = Al3+, Sc3+, V3+,
Cr3+, Fe3+, Ga3+, Rh3+, In3+, Ir3+) interacting with H2O, H2, CO, and CO2. The
screening addresses interaction energies, adsorption enthalpies, and vibrational
properties. The results show that the Rh and Ir analogues are very promising
materials for gas storage and separations.

■ INTRODUCTION

Porous coordination materials such as metal/covalent organic
frameworks (MOFs/COFs) have attracted considerable
interest for their potential use in catalysis, gas storage, and
gas separation.1−4 MOFs are very promising materials, because
of their structural diversity. They are constructed by linking
metal oxide connectors to organic linkers. Yaghi et al.
introduced the concept of reticular chemistry, according to
which it is possible to tailor a desired MOF by combining the
appropriate metal oxide and the organic linker.5 A vast number
of different MOFs may be constructed by using all possible
combinations of metal oxide connectors and organic linkers.
Of particular interest are dihydrogen and carbon dioxide,

because of their environmental and economic importance.
Dihydrogen is considered to be the most promising energy
carrier for the substitution of fast diminishing liquid fuel
resources in mobile applications.6 In particular, H2 is a fully
renewable energy source, environmentally friendly, nontoxic,
and suitable as an automobile fuel. It has high gravimetric
energy density and its combustion produces only water and no
pollutant exhaust gases such as CO, CO2, and nitrogen oxides,
contrary to the combustion of conventional fossil fuels. Carbon
dioxide emissions from burning of fossil fuels are considered to
have the biggest contribution to the greenhouse effect and
subsequently to climate change. Of significant importance is

carbon dioxide capture and sequestration (CCS). There is great
interest in selective pre- and post-combustion capture of CO2.

7

A large number of MOFs are reported to have sizable H2 and
CO2 storage abilities.8

MOFs can enhance the H2 and CO2 storage capacity by (i)
incorporation of exposed metal sites either on the metal
connector or by using organic linkers doped with metal cations
and (ii) increase of the surface area.3,9 The first approach
enhances significantly the isosteric heat of adsorption and the
gas uptake at low pressures while the second one enhances
these at intermediate and high pressures. In the present work,
we focus on the first approach. It has been shown recently that
better selectivities for CO2 capture were achieved by using
MOFs with exposed metal sites.10 These active sites show a
strong selectivity for dihydrogen isotopologues and can thus be
used for hydrogen isotope separation.11,12

The key point in creating MOFs with exposed metal sites is
the “activation” procedure, that is, the successful removal of any
axial ligands while retaining structure integrity and porosity.
After the synthetic procedure, the metal sites are occupied by
solvent molecules, such as water, N,N-dimethylformamide
(DMF), N,N-diethylformamide (DEF), or dimethyl sulfoxide
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(DMSO). Several approaches are used for the removal of the
guest molecules and the creation of coordinatively unsaturated
metal sites.13

A common procedure that is followed to prove the existence
of the open metal sites is the use of probe molecules, most
commonly carbon monoxide. CO is a weak base and readily
interacts with MOFs with Lewis-acid open metal sites. CO
shows a distinctive infrared (IR) absorption band from the
fundamental C−O stretching mode when it interacts through
its carbon atom with the metal cations. The frequency is shifted
to larger or smaller values, with respect to the free gaseous
molecule, depending on the binding strength, the oxidation
state, and the coordination environment of the metal cation.
This allows identification of the formation of open metal sites
or possible defects in MOFs. In a recent work, experiments and
simulations of IR spectroscopy were used to prove the existence
of irregular CuI sites in the CuII3(BTC)2 MOF.14 Similarly, IR
spectroscopy with CO was used to investigate the acidity of the
Al3+ and Cr3+ sites of MIL-100.15 Moreover, thermodynamic
properties of the framework−gas interactions, that is, enthalpies
and entropies of adsorption, are available via variable-
temperature infrared (VTIR) experiments,16 thus making the
vibrational properties of the adsorbed species even more
important.
The use of computer simulations has been proven a useful

tool for the explanation of the mechanical, electronic, and
adsorption properties of various porous materials.17 Moreover,
they allow the prediction of the properties of hypothetical
MOFs and thus give directions toward experimental synthesis.
Several works have been published where the authors screen a
variety of metal connectors for H2 and CO2 binding by using
computational techniques, such as wave-function-based theory
(WFT), density functional theory (DFT), and Grand Canon-
ical Monte Carlo (GCMC) methods. The WFT and DFT
calculations can provide a quantitative description of the
binding mechanism and interactions while GCMC can simulate
adsorption isotherms and calculate enthalpies at various
thermodynamic conditions. Typically, the GCMC methods
employ empirical force fields that are based on experimental or
WFT/DFT data. Several force fields have been developed in
order to study these systems.18,19

Koh et al. reported a DFT computational screening of 36
metal-substituted variants in the M-HKUST-1 and M-CPO-27
(known also as MOF-74, M2(dobdc), or M2-dhtp) MOFs for
their CO2 adsorption enthalpies.20 The M-HKUST-1 MOF (M
= Cu) is based on bimetallic paddle-wheel units, which are
interconnected via the tritopic benzene-tricarboxylate ligand
into a framework of a tbo topology. The M-CPO-27 (M = Mg,
Fe, Co, Ni, Zn) has one-dimensional (1-D) pores with a
honeycomb-like structure and consists of metal atoms
connected to 2,5-dihydroxyterephthalic acid (dhtp). In both
MOFs, the solvent can be removed by thermal treatment,
resulting in an activated and stable framework with
coordinatively unsaturated metal centers. The authors identified
several compounds that show the desired adsorption enthalpies
within the range of −40 kJ mol−1 to −75 kJ mol−1. Similarly,
Park et al. reported that the CO2 binding affinity can be tuned
by changing the metal composition, and significantly increased
it for the case of Ti and V.21 In a recent combined experimental
and computational work, the CO2 binding strength on several
variants of the M-CPO-27 MOF was presented and it has been
concluded that the binding order can be explained by the
effective charge of the metal ions.22 All these works conclude

that dispersion and electrostatic interactions are crucial for the
binding. However, there are significant contributions from
forward donation of the lone electron pair of CO2 to the
unoccupied d-orbitals of the transition metals, especially for the
cases of Ti and V. In another work, DFT calculations were used
to show that the not-yet-synthesized V-CPO-27 analogue is a
more promising material for N2 separation from CH4 than Fe-
CPO-27.23 The authors calculated very strong interactions of
the V sites with dinitrogen, whereas interactions with methane
were significantly weaker. Fe-CPO-27 did not show stronger
interactions for N2 than for CH4, thus making the vanadium
analogue a promising material. An analysis of the natural
bonding orbitals showed that the strong interactions of V(II)
with N2 are due to the significant π back-donation from the
metal to dinitrogen, whereas no back-donation occurs for the
CH4 molecule or the Fe(II) site.
In a recent work, Sumida et al. performed a combined

experimental and computational study on the hydrogen storage
properties of MII-BTT (BTT3− = 1,3,5-benzenetristetrazolate)
MOFs.24 By using DFT calculations and VTIR measurements,
these authors were able to determine the thermodynamic
parameters for the H2 adsorption in Mn, Fe, and Cu analogues.
As a next step, the DFT calculations suggested that the Zn
analogue would have better H2 binding affinities. Moreover,
they showed that the central metal ion plays an important role,
and, by replacing it with more diffuse ions, the H2 binding on
the metal center was enhanced.
Bak et al. performed a computational screening on

frameworks possessing a paddle-wheel connector with all 3d
transition metals.25 Using DFT calculations, they predicted
strong H2 interactions of ∼20 kJ mol−1 for the nonmagnetic
Co2 and Zn2 paddle wheels, whereas strong binding is hindered
for the early metals from Sc to Cr, because of covalent metal−
metal bonds, and for Mn and Fe, because of the strong
ferromagnetic coupling. Canepa et al. performed a high-
throughput screening with DFT calculations on the adsorption
of small molecules on the M-CPO-27 framework.26,27 They
extended their study to all possible metal compositions by
including 25 different metal atoms. They studied the
interactions with H2, CH4, CO2, and H2O. They found that
metal species at the left of the periodic table are less effective in
capturing CO2, displaying a larger affinity for H2O. However,
the noble metals such as Rh, Pd, Os, Ir, and Pt show increased
interactions with CO2, while the affinity for water was smaller.
This is significant for applications in carbon dioxide capture,
where the humidity issue plays an important role. In almost all
cases, the metals show interaction energies of ∼20 kJ mol−1

with H2. Lee et al., in a similar study, identified the Cu analogue
as suitable for capturing CO2 from flue gas under humid
conditions.27 Moreover, they suggested the Mn analogue as
promising candidate for adsorption of toxic gases and flue gas
impurities, such as H2S, SO2, and NH3. Their conclusions were
based on DFT calculations.
Although some of the metal-substituted analogues are still

hypothetical materials and have not been synthesized, these
works emphasize the importance of calculations in analyzing
the mechanism of interactions between small molecules and the
open metal sites. As a next step, the calculations may provide
useful directions to experimentalists toward promising
compounds with the desired storage properties. In all of the
above-mentioned studies, the authors were concentrating on
synthesizing and studying the adsorption of gases on MOFs
with activated (or under-coordinated) metal sites.
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In many recent review articles, the importance of exposed
metal sites in gas storage and separation has been
emphasized.9,28−31 However, an important building block,
which further involves a cationic species that is expected to
exhibit an intriguing interplay with the metal sites, has not yet
been studied for its gas adsorption properties. Here, we report
how the different metals affect the binding of H2O, H2, CO,
and CO2 on the MIII

3(μ3-O)X(COO)6 building unit, which
possesses undercoordinated metal sites. X corresponds to the
counteranion (typically F−), which is used to saturate the
charge in the trinuclear model complexes. Several variants of
this oxo-centered trinuclear cluster with M = Al, Sc, V, Mn, Fe,
Cr, Ga, Ru, Rh, In, and Ir analogues have been reported
experimentally as isolated species.32 In some cases, the cluster is
composed of mixed-valence metals.
This oxo-centered trinuclear topology has already been used

as building block to synthesize several variants of aluminum,
scandium, vanadium, chromium, iron, and indium MIL-100,
MIL-101, and MIL-127 (also known as socMOF) MOFs.33−44

Only the Ru, Rh, and Ir analogues have not yet been used in a
MOF synthesis. A recent work has shown that the cation in the

Cr-MIL-101 MOF can be post-synthetically exchanged by
other cations such as Fe and Al.45 Thus, it is likely that the
synthetic procedure of partial post-synthetic exchange of metal
cations can also be used in the case of the not-yet-synthesized
Ru, Rh, and Ir analogues.
In the present work, a combinatorial computational screen-

ing based on DFT is performed for the binding of the H2O, H2,
CO, and CO2 molecules with all possible variations of the
MIII

3(μ3-O)X(COO)6 trimetallic unit, with M = Al3+, Sc3+, V3+,
Cr3+, Fe3+, Ga3+, Rh3+, In3+, Ir3+. The DFT methodology is
benchmarked against accurate WFT calculations on smaller
models of the trimetallic building block and available
experimental data for enthalpies and frequencies. The screening
addresses interaction energies, adsorption enthalpies, and
vibrational properties. The interactions are analyzed by
employing energy decomposition schemes, the electronic
density redistribution plots, and natural bonding orbitals
(NBOs).

Figure 1. Structures of the (A) M1, (B) empty M3XF6, and (C) empty M3XB6 models. Adducts of the M3XB6 model with the (D) H2O, (E) CO,
(F) H2, and (G) CO2 guests. The added protons of the M1 model are shown in a blue stick model representation. The free axial positions of the
metal center are shown in black color. [Color scheme: metal (white), oxygen (red), carbon (gray), hydrogen (light gray), counteranion X (yellow).]
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■ METHODS
1. Description of the Model Systems. The large size of the unit

cell, containing typically more than 400 atoms, suggests to employ
finite-size cluster models to approximate the structure of the MOFs. In
order to calibrate the accuracy of our methodology, clusters of
increasing size have been used. The first, which is denoted as “M1”, is
a monometallic model system. This allows us to move beyond DFT
and calculate highly accurate interaction energies by means of post-
Hartree−Fock methods (post-HF). The model is composed of one
metal atom and its five neighboring O atoms. Four of the O atoms,
which belong to the carboxylate groups of the trimetallic molecule, are
bound to protons, whereas the fifth O atom, which is centrally
coordinated to three metals (μ3-O), is saturated with three protons.
The final cluster is neutral while the metal retains the same
coordination environment as in the building block. Several restrictions
are applied for the geometry optimization to ensure that the
coordination environment is preserved. Only the bonds between the
oxygen and the added protons are allowed to relax, whereas the angles
and dihedral angles involving these protons and the O atoms are
frozen. These restrictions impose that the same coordination
environment is kept on the metal atom as in the MOF. To calculate
the interactions of the M1 model with the guest molecules, some
restrictions are imposed: (i) the geometry of the M1 model is kept
fixed, and (ii) only the coordinates of the guest are allowed to relax.
This structure is presented in Figure 1, as well as in Figure S1 in the
Supporting Information.
The second model, which is called “M3F6”, contains the [M3O]

7+

core saturated with six formate [OOCH]− anions and possesses a total
+1e charge. This charged building block has been used to evaluate the
possible spin states of the unit with spin-polarized atoms by means of
single-reference DFT and multireference WFT methods. For all other
cases, a F− counteranion is added as an axial ligand on one of the
vacant metal sites and the system is neutralized. The model in this case
is denoted as “M3XF6”. The largest model, which is named as
“M3XB6”, is created by replacing the hydrogen atom of the formate
group of the M3XF6 model by a phenyl ring. Additional calculations
are performed to study how the counteranion affects the binding
energies and frequencies of the adsorbed molecule on the metal site.
This is done for H2 and CO on the scandium analogue of the M3XF6
model, as an example case only. In a future work, more metal
analogues will be included in order to confirm the assumption about
the effect of the counteranion.
2. Computational Details. If not mentioned elsewhere, DFT and

post-HF calculations have been performed with the TURBOMOLE
program package.46,47 For the M3F6 and M3XF6 models, the
structures have been optimized under appropriate symmetry
restrictions, whereas, for the M1 models, the structures have been
optimized under the geometric constraints described in the previous
section. The structures are verified to be minima on the potential
energy surface by analytical frequency calculations, using the
AOFORCE module.48 For the M3XB6 models, no symmetry
restrictions were applied during the geometry optimization.
The DFT calculations were performed by using several exchange-

correlation functionals in combination with the def2-TZVP or def2-
TZVPP basis sets.49,50 These basis sets account for relativistic effects
by using an effective core potential of 28 electrons for In and Rh and
of 60 electrons for Ir. To account for weak interactions, the dispersion
correction schemes of Grimme (denoted as D2 or D3) were used.51

For the geometry optimization procedure, the geometries of the
structures were optimized with the STATPT module, until the forces
were <10−5 hartree/bohr and the energy change was <10−7 hartree.
The convergence criterion for the energy calculation during the self-
consistent-field procedure was set to 10−8 hartree. For the DFT
calculations, the grid m5 was used. Second-order Møller−Plesset
(MP2) calculations were carried out with the RICC2 module and the
corresponding auxiliary basis sets for the resolution-of-identity (RI)
approximation.52,53 The zero-point energies (ZPEs) and enthalpies
were calculated within the harmonic approximation. The choice of
DFT method and basis set was based on the best agreement with

accurate WFT results and the available experimental data for
frequencies and enthalpies of adsorption of H2, CO, and CO2 on
several MOFs containing the trimetallic moiety. Comparison of these
available data with results from other density functionals is discussed in
this section and in Tables S1 and S2 in the Supporting Information.

For further validation of the late transition-metal atoms, CCSD(T)
values were obtained for Ir and Rh. Here, we used standard Dunning’s
basis sets,54,55 together with a l−3 extrapolation56,57 for MP2 and a l−5

extrapolation58 for Hartree−Fock, where l is the angular momentum
quantum number of the basis set. For MP2, the complete basis set
(CBS) limit is estimated with the basis sets of aug′-cc-pVTZ and aug′-
cc-pVQZ quality, where diffuse functions were used on all C, O, and F
atoms. To obtain the CCSD(T)/CBS values, we used a subtractive
scheme in which we added the difference of MP2 and CCSD(T) to
the MP2/CBS values, using a basis set of aug′-cc-pVDZ quality. While
these numbers are unlikely to be as accurate as the obtained explicitly
correlated (F12) values for the Al- and Sc-containing species, they
probably give a solid post-HF estimate of the host−guest interaction
energies. In order to save computer time (because the CCSD(T)
calculations were rather demanding), we refrained from using a
counterpoise correction for these calculations.

Two energy decomposition analysis schemes were carried out on
the M3XF6 models to analyze the interactions of the trimetallic units
with the adsorbed molecules. In the first scheme, the binding energy
can be written as the sum of the interaction energies (ΔEint) and the
deformation energies (ΔEdef) of the monomers. ΔEint is further
decomposed into terms that contain (i) the electrostatic interactions
between the unperturbed charge distributions of the deformed
fragment with the field of the other, (ii) the Pauli repulsion, which
is associated with going from the unperturbed individual fragments to
a symmetrized and orthonormalized wave function of their product Ψ0

= NA[ΨAΨB] that obeys the Pauli exclusion principle (here, N is a
normalization constant and A the antisymmetry operator), and (iii)
orbital interactions that account for electron pair bonding, charge
transfer, and polarization effects when going from Ψ0 to the converged
wave function of the complex.59 The first two terms can be combined
and the sum of the electrostatic interactions and Pauli repulsion is
called steric interaction. The orbital interactions can be further
decomposed by employing the natural orbitals for chemical valence
(NOCV) theory, in combination with the extended transition state
(ETS) method.60,61 The ETS-NOCV decomposes the orbital
interactions into different components (σ, π) of the chemical bond.
These calculations have been performed with the ADF program using
similar computational details as previously noted, that is, the PBE0-D3
functional and the TZP basis set.62 The results obtained with this
scheme are denoted as EDA. Because of program limitations, the EDA
has been performed only on the M3XF6 building units with closed-
shell spin configuration.

The second energy analysis scheme is the symmetry-adapted
perturbation theory (SAPT) employing DFT for the fragment
calculations. Concerning such DFT-SAPT calculations,63,64 the
MOLPRO package was utilized.65 Here, we used the def2-SVP and
def2-TZVPP basis sets for the heavy atoms (because of the lack of
fitting functions for these atoms), as well as the aug-cc-pVXZ basis sets
for C, O, and F, and cc-pVXZ for hydrogen. The dispersion energy
was extrapolated with the above-mentioned l−3 formula and an
asymptotically corrected PBE0 functional was employed for the
underlying DFT calculation.63 The kernel for the DFT-SAPT
calculations was the adiabatic local density approximation (ALDA)
kernel, whereas by construction, all DFT-SAPT calculations were
counterpoise-corrected. The DFT-SAPT energies were partitioned
into polarization, exchange, induction, and dispersion terms. For
simplicity, the exchange and induction terms are summarized and
presented as induction energies. Because of program limitations, only
the closed-shell cases were studied.

Multireference (MR) WFT calculations were performed for the
chromium M3F6 models in order to elucidate the total spin of their
ground state. The high and low spin states of the empty and loaded
clusters were studied, taking into account the adsorbate gases H2, CO,
and H2O. Orbitals were optimized with the state-average complete-
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active-space self-consistent-field (SA-CASSCF) method and dynamic
electron correlation was added from second-order perturbation theory
(CASPT2). The active space that was used includes 9 electrons
occupying the 9 molecular orbitals composed of the t2g atomic orbitals
of the three Cr atoms and is abbreviated as (9,9). The cc-pVTZ basis
set of Dunning was chosen for the metal centers, while the cc-pVDZ
basis set was used for the remaining atoms.66,67 In a previous work, it
had been shown that this combination of basis sets can reproduce the
manifold of different spin states of the oxo-bridged trichromate
formates very accurately.68 The multireference results are compared to
broken-symmetry DFT calculations and prove that DFT is able to
reproduce the high spin-low spin splitting with reasonable accuracy.
Furthermore, it has been examined whether the binding energies,
adsorption enthalpies, and vibrational frequencies of the adsorbed
molecules are dependent on the ferromagnetic or antiferromagnetic
spin state of the M3F6 model. This is done for the Cr case, and it will
be shown that the parallel and antiparallel spin configurations show
almost identical results for the interaction energies and frequencies.
This allows us to avoid the broken-symmetry DFT approach, where
issues such as convergence problems and spin contamination usually
appear. Using the high-spin parallel configuration has been a common
approach to study the interactions of small molecules with the
unsaturated copper centers of the Cu-HKUST-1 MOF.68,69

For the treatment of theM1 model, several restrictions were applied
for the geometry optimization to ensure that the coordination
environment is preserved. These constraints have been already
mentioned in the “Models” section. However, we can compare the
accuracy of various density functionals with highly accurate wave
function methods. For that reason, the structures were optimized with
the MP2/def2-TZVPP method and, as a next step, single-point energy

calculations were performed by using several density functionals along
with the def2-TZVP basis set and compared with highly accurate WFT
results. The reference interaction energies were obtained from the
coupled-cluster singles-and-doubles approach with a perturbative
correction for connected triple excitations (CCSD(T)). It is well-
known that the CCSD(T) method provides acceptable accuracy when
very large basis sets are used (at least of quintuple-zeta quality).
Alternative CCSD(T) approaches that reduce the computational effort
without a loss of accuracy employ explicitly correlated wave functions
or extrapolation schemes.70−72 We have already shown that the
addition of terms from interference-corrected explicitly correlated
MP2 theory (INT-MP2-F12)73 to the CCSD(T) energies can yield
very accurate atomization74 and noncovalent interaction75,76 energies.
This method is abbreviated as CCSD(T)+F12+INT and it has been
used in the present study for benchmarking the interactions between
the H2 and CO molecules with the M1 model.

In all DFT and WFT calculations for the latter analysis, the
interaction energies are corrected for the basis set superposition error
(BSSE) by using the correction scheme of Boys and Bernardi.77

3. Calculation of Thermodynamic Properties. The thermody-
namic properties are computed for the large M3XB6 model, by taking
the (vibrational) thermal corrections from the smaller M3XF6 cluster.
The binding energies (BE) and adsorption enthalpies (ΔHads) are
calculated as follows:

=
− −E E E

BE
(MOF ... 2gas) (MOF) 2 (gas)

2 (1)

Δ =
− −

H
H H H(MOF ... 2gas) (MOF) 2 (gas)

2ads (2)

Figure 2. Benchmark of the functionals versus (A) accurate CCSD(T)/CBS results (upper part) and (B) experimental vibrational frequencies
(lower part).
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where

= +

+

H E

E

(MOF ... 2gas) (MOF...2gas) ZPE(MOF ... 2gas)

(MOF ... 2gas)thermal (3)

= + +H E E(MOF) (MOF) ZPE(MOF) (MOF)thermal (4)

= + + +H E E RT(gas) (gas) ZPE(gas) (gas)
7
2thermal (5)

∑=
hv

ZPE
2i

i

(6)

∑=
−( )

E
hv

exp 1i

i
hv
kT

thermal
i

(7)

The (7/2)RT term is added to H(gas) to account for (i) the rotational
contributions (equal to (2/2)RT, because H2, CO, and CO2 are
linear), (ii) the translational degrees of freedom ((3/2)RT), and (iii)
the PV factor (ideal gas behavior is assumed, so PV equals RT for 1
mol of gas).

■ RESULTS
1. Functional and Basis Set Study. The choice of density

functional and basis set that can provide accurate interaction
energies and vibrational properties is discussed in this section.
A set of accurate CCSD(T)/CBS results and experimental
frequencies are used as reference data. In the upper part of
Figure 2, the mean absolute deviation (MAD) is shown for
combinations of several functionals with the def2-TZVP or
def2-TZVPP basis sets. Among all combinations studied, the
PBE0-D3/def2-TZVPP has the smallest MAD (4.9 kJ mol−1),
followed by the PBE-D2, PBE-D3, and PBE0-D3 functionals
combined with the def2-TZVP basis set (6.0, 6.9, and 6.0 kJ
mol−1, respectively). Because of the higher computational cost
of the def2-TZVPP basis set compared to the smaller def2-
TZVP set, the use of the smaller basis set is desirable. We chose
to further evaluate the performance of these three functionals
against the available experimental vibrational frequencies of H2
and CO adsorbed on the Al, Sc, Cr, and Fe building blocks.
The shift of the vibrational frequencies of the guest molecules
upon binding is considered, rather than their absolute
frequencies. The calculated shifts are plotted against the
experimental values in the lower part of Figure 2. Results
suggest that PBE-D3 performs well for Al and Sc, but provides
poorer results for Cr and Fe. On the other hand, PBE0 shows
an overall better agreement for all metals and both H2 and CO.
Since we were interested in a method that can provide reliable
interaction energies as well as vibrational frequencies, the
PBE0-D3/def2-TZVP level of theory was chosen for our final
study.
2. Bare and Hydrated Building Blocks. As a first step, the

geometry and spin state of the bare and hydratedM3F6 models
were calculated with DFT. The geometries of the model
systems were optimized by assuming the high-spin ferromag-
netically coupled spin configuration for V, Cr, and Fe. In all
other cases, the metal atoms have closed-shell spin config-
urations. The results show that the ground spin state of VIII has
2 unpaired electrons per metal atom, whereas that of CrIII has 3
and that of FeIII has 5. Consequently, all M3X6 and M3XF6
models are considered to be in the ferromagnetic spin state.
Thus, the ground spin state has 6 unpaired electrons for the
vanadium, 9 for the chromium, and 15 for the iron trimetallic
building blocks.

As a next step, the geometries of the M3XF6 and M3XB6
models were optimized in the presence of the F− counteranion,
which imposes a symmetry reduction as the M-(μ3)O bonds
are no longer equivalent. The metal atom, which is coordinated
to the F− anion, has longer M-(μ3)O bonds than the other
undercoordinated metal atoms. The results are summarized in
Table 1.

The undercoordinated M3O complexes yield relatively strong
interactions with H2O. The binding energies range from −64 to
−100 kJ mol−1, with the highest values calculated for Rh and Ir.
The distances between the metal and the central oxygen are
elongated by ∼3 pm upon H2O binding. In all cases except for
Sc and Cr, the metal coordinated to the F− counteranion shows
a metal−oxygen distance elongated by ∼3 pm.

3. Interaction with CO. Carbon monoxide adsorbed on
MOFs with exposed metal sites is widely studied, because it can
give important information about the coordination number as
well as the oxidation and spin state of the metallic centers of the
MOFs. CO is bound in a linear way through the C atom.
Results from the present work and from previous experimental
studies are summarized in Table 2. In all cases, the metal retains
the same spin state upon coordination with CO and no spin
transition occurs as in the case of M-CPO-27 with CO.23 For
the case of Fe, the other two possible spin states with 3 and 1
unpaired electrons per iron atom were calculated. They were
∼250 kJ mol−1 higher than the ground spin state with 5
unpaired electrons per Fe.
The calculated values for enthalpy and frequencies are in very

good agreement with the available experimental results. In
some experiments, a hydroxide is used as counteranion. As is
shown in Table S8 of the Supporting Information, the
counteranion has a negligible effect on the binding energies
and frequencies of the CO adsorbed on the scandium analogue,
so the values calculated for the M3O(F) building unit may be
compared with the one of M3O(Fx,OH1−x) stoichiometry. For
most metals, the enthalpies of adsorption are in the range from
−25 kJ mol−1 to −30 kJ mol−1. For V and Cr, the values are ca.
−40 and −47 kJ mol−1, respectively. Yu et al. have calculated a
value of −37 kJ mol−1 for the Cr analogue.78 For these metals,
interactions are weaker compared to those with water by ∼30
kJ mol−1. These values are within the same range for the various
analogues of M-CPO-27, with M(II) = Mg, Mn, Fe, Co, Ni,
and Zn. DFT enthalpies from −25 kJ mol−1 to −40 kJ mol−1

are reported, with Zn having the lowest enthalpy and Ni the

Table 1. Spin Multiplicity (2S+1) and Main Geometric
Parameters for the Empty and Hydrated M3XB6 Modela

Empty Hydrated

2S
+1

M−Ocentral
b

(pm)
M−Ocentral

b

(pm)
M−Owater
(pm)

binding energy, BE
(kJ mol−1)

Al 1 174 [187] 179 [192] 209 −64.1
Sc 1 190 [223] 193 [221] 234 −74.9
V 7 183 [205] 186 [206] 219 −80.8
Cr 10 183 [200] 186 [199] 216 −83.5
Fe 16 184 [207] 186 [209] 225 −64.4
Ga 1 181 [188] 184 [191] 213 −65.4
Rh 1 189 [198] 191 [198] 217 −89.3
In 1 199 [202] 201 [205] 229 −77.3
Ir 1 193 [199] 195 [200] 217 −97.8

aH2O binding energies are also reported. bDistances in brackets refer
to the metal atom that is coordinated to the F− counteranion.
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highest enthalpy.79 CO shows almost the same binding
enthalpies of −30 kJ mol−1 with both FeII and FeIII sites of
FeII-CPO-27 and FeIII3O(F), respectively. Notable exceptions
are found for the noble metals Rh and Ir, which show large
binding energies of approximately −120 kJ mol−1 and −200 kJ
mol−1, respectively. Similar values for the interaction energies
are also obtained with the CCSD(T) approach, −135 and −172
kJ mol−1, respectively, thus indicating that the PBE0-D3
energies are reliable but there is no obvious trend concerning
the question whether PBE0-D3 is overestimating or under-

estimating the CCSD(T) values. One possible explanation is
that the CCSD(T) calculations have been performed on PBE0-
D3 geometries and the equilibrium bond lengths could be quite
different from those obtained after optimization at the
CCSD(T) level. This is beyond the scope of the present
work and could be the topic of a separate study. CO adsorption
to Rh and Ir is stronger than the absorption to water, by 30 and
100 kJ mol−1, respectively, while the corresponding CCSD(T)
values are 25 and 60 kJ mol−1.

Table 2. Energetic, Vibrational, and Main Geometric Parameters for the Adsorption of CO on the M3XB6 Modela

ΔH (kJ mol−1)

binding energy, BE (kJ mol−1) 0 K RT Δv (cm−1) R[M−CO] (pm) R[M−Ocentral]
b (pm)

Al −28.1 −25.3 −25.7 +49 (+41 to + 52)c 239 177 [190]
Sc −34.3 −31.8 −31.4 +52 (+39)d 264 192 [222]
V −42.8 −40.2 −40.7 +48 235 186 [205]
Cr −49.5 −46.5 −47.5 +61 (+54,+57,+64)e 228 186 [200]
Fe −29.7 −28.5 −28.3 (−28 to −39)f +48 (+47)f 249 185 [208]
Ga −29.1 −26.6 −26.6 +52 243 183 [190]
Rh −122.7 −117.4 −119.6 −18 192 193 [198]
In −39.1 −35.9 −35.8 +66 253 200 [204]
Ir −202.8 −195.0 −197.7 −68 188 198 [203]

aInteraction energies and adsorption enthalpies are given per CO molecule. Distances refer to the carbon atom of the CO molecule. bDistances
shown in brackets refer to the metal atom that is coordinated to the F− counteranion. cAl(OH)-MIL-100 from ref 94. Our calculated value for
Al3O(OH) is +45 cm

−1. Value given in parentheses corresponds to the experimental value. dSc(OH)-MIL-100, from ref 83. The calculated value for
Sc3O(OH) is +48 cm−1. Values given in parentheses correspond to the experimental values. eCr-(FxOH1−x)-MIL-100, from ref 15. The calculated
value for Cr3O(OH) is +55 cm

−1. Values given in parentheses correspond to the experimental values. fFe-(FxOH1−x)-MIL-100, from ref 92. Values
given in parentheses correspond to the experimental values.

Figure 3. Graphical representation of the energy decomposition analysis (EDA) into steric (black), orbital (red), dispersion (cyan), and total
bonding (green). Energy units are given in kJ mol−1.
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The vibrational frequency of adsorbed CO is blue-shifted by
50−60 cm−1, with respect to the free molecule. Comparable
values have also been calculated for M-CPO-27.79 The only
exceptions for the trimetallic building blocks are found again for
the Rh and Ir noble metals. The C−O frequencies are red-
shifted by 20 and 70 cm−1. Similarly, we find that the Rh−CO
and Ir−CO distances of ∼190 pm are significantly smaller than
the other M−CO distances, which are in the range of 230−250
pm. A similar trend is observed for the C−O bond length. The
C−O bond gets elongated by 2 pm, when it interacts with Rh
and Ir, whereas it does not change in the other cases.
These results indicate that the interactions of the metals with

carbon monoxide are different in nature for these cases. The
red-shift hints at significant π back-donation from the occupied
metal orbitals to the π* antibonding orbitals of CO. To
underpin this, we used the method of Weinhold to calculate
natural bond orbitals (NBO) and charges based on the natural
population analysis (NPA),80 as implemented in the
Gaussian09 package.81 In all cases, there is a charge transfer
of 0.2−0.3 e from the carbon monoxide molecule to M3XF6.
The analysis of the NBOs showed that, in the case of Rh- and
Ir-M3XF6, there was a significant charge occupation on the π*
antibonding orbitals of CO. According to the calculations, back-
donation from the Rh and Ir atoms is estimated to be 0.15 e
and 0.25 e, respectively, while it is zero for all other cases.
This behavior is also verified by the energy decomposition

analysis, which is presented graphically in Figure 3 and in more
detail in Table S9 of the Supporting Information. For Rh and
Ir, very large negative values of −290 and −470 kJ mol−1 for the
orbital interactions are calculated, whereas the steric
interactions get very positive values of +200 and +310 kJ
mol−1, respectively, which destabilize the complex. For all other
metal cases, the steric interactions have small positive values
with a maximum of 30 kJ mol−1 and moderate values for the
orbital interactions between −30 and −60 kJ mol−1. Dispersion
interactions are small for all cases (<10 kJ mol−1).
4. Interaction with H2. Dihydrogen is bound in a side-on

way, resulting in a T-shaped η2-configuration with the metal
center. The important structural, vibrational, and thermody-
namic parameters are summarized in Table 3. The binding
energies vary between −10 kJ mol−1 and −20 kJ mol−1. Only
exceptions were found for the Rh and Ir complexes, where
much higher values of −42 and −82 kJ mol−1, respectively,

were obtained. Similarly to the CO interaction energies, the
PBE0-D3 energies for Rh and Ir underestimate the reference
CCSD(T) values (−54 and −100 kJ mol−1, respectively).
The calculated values are in good agreement with available

experimental enthalpies. The computed enthalpy of approx-
imately −9 kJ mol−1 for Sc falls in the range of the two
experimental values of −7 and −11 kJ mol−1.82,83 Good
agreement is also observed for the frequency shift of adsorbed
H2, which is calculated to be −79 cm−1, whereas the
experimental value is −92 cm−1. The values for Cr are
overestimated, with respect to experiment. The adsorption
enthalpy is estimated at approximately −10.5 kJ mol−1, which is
slightly larger than the reported values of −9.5 and −6.9 kJ
mol−1 for Cr(FxOH1−x)-MIL-100 and Cr(F)-MIL-101, respec-
tively.84 The calculated H2 stretching frequency is also
overestimated by ∼40 cm−1, with respect to the reported
experimental values of −111 and −101 cm−1. The binding
enthalpies and stretching frequencies for the early metals have
similar values with the M-CPO-27 series, which exhibit
enthalpy values between −10 and −15 kJ mol−1.85 The
stretching frequencies are shifted from −70 cm−1 to −130
cm−1. Comparable values were also reported by Woo et al. for
various metal-substituted porphyrin systems intercalated in
planar graphene.86 In that work, the highest interaction energies
were reported for Ti (−33 kJ mol−1) and V (−22 kJ mol−1),
followed by Ca, Mg, and Zn, with values of approximately −10
kJ mol−1. The adsorption enthalpies for Ga and In follow
different trends. The computed value for Ga is lower than that
observed in the experiment (−3.8 kJ mol−1 versus −6.7 kJ
mol−1),44 but is higher for In, by 1−1.5 kJ mol−1 (−7.9 kJ
mol−1, versus −6.7 and −6.4 kJ mol−1).87 For these two cases,
experiments have been conducted on the MIL-127 analogue,
which contains [NO3]

− as the counteranion.
Similar to the CO case, higher enthalpies of approximately

−31 and −70 kJ mol−1 are calculated for Rh and Ir,
respectively. The H2 molecule is significantly elongated by 4
and 10 pm, respectively, when it interacts with these two metal
centers. This remarkable distortion is also reflected in the
stretching frequency, which is red-shifted by 560 and 1230
cm−1, respectively. The distance between the dihydrogen center
of mass and the two noble metals is much shorter, compared to
the other cases. The optimized distances are 180 and 168 pm
but ∼250 pm for all other cases. The dimer can be considered

Table 3. Energetic, Vibrational, and Main Geometric Parameters for the Adsorption of H2 on the M3XB6 Modela

ΔH (kJ mol−1)

binding energy, BE
(kJ mol−1) 0 K RT Δv (cm−1)b

ΔR(H−H)b
(pm)

R[M−com H2]
(pm)

R[M−Ocentral]
(pm)

Al −9.7 −2.5 −4.6 −81 0.33 258 174
Sc −14.0 −7.2 −8.7 (−6.9, −11.2)c,d −92 (−79)d 0.47 260 191
V −16.7 −7.2 −10.1 −128 0.70 232 184
Cr −18.0 −7.6 −10.6 (−6.9, −9.5)e −146 (−111, −101)e 0.82 220 184
Fe −12.5 −6.5 −8.0 −116 0.41 263 184
Ga −9.4 −1.7 −3.8 (−6.7)f −94 0.38 259 181
Rh −42.1 −26.1 −31.3 −559 4.02 180 191
In −13.7 −5.5 −7.9 (−6.7 to −6.4)f,g −125 0.67 250 199
Ir −82.2 −63.2 −69.3 −1236 10.28 168 195

aInteraction energies and adsorption enthalpies are expressed per H2 molecule.
bThe frequency of free H2 is calculated to 4421 cm−1 and the bond

length to 74.61 pm. cSc3O(OH) (BTB)2, from ref 82. Value in parentheses corresponds to the experimental value. dSc3O(OH)-MIL-100, from ref
83. Value in parentheses corresponds to the experimental value. eValues refer to Cr(FxOH1−x)-MIL-100 and Cr(F)-MIL-101, respectively, from ref
84. Values in parentheses correspond to the experimental values. fValues refer to In-(NO3)-MIL-127 and Ga-(NO3)-MIL-127 from ref 44. Value in
parentheses corresponds to the experimental value. gIn(NO3)-socMOF, from ref 87. Values in parentheses correspond to experimental values.
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as an η2-complex, where H2 donates electron density to the
empty d-orbitals of Rh and Ir. The natural population analysis
(NPA) shows that there is a charge transfer of 0.15e and 0.25e
from H2 to Rh and Ir, respectively. For all other cases, the
charge transfer is almost negligible, with Cr having the next
largest charge increase of 0.1e. Similar conclusions are drawn
from the EDA scheme. Very large negative contributions of
−120 and −240 kJ mol−1 for Rh and Ir are estimated for the
orbital interactions with significantly smaller values (between
−12 and −14 kJ mol−1) for the remaining cases. Steric
interactions are quite large for Rh and Ir (+85 and +173 kJ
mol−1), whereas, for the other metals, they account to
approximately +10 kJ mol−1.
This type of interaction with Rh and Ir is referred to as

Kubas-type binding, named after Kubas, who was the first to
observe and characterize these weak nondissociative metal−H2
adducts.88 For the remaining cases, the adsorption is governed
by weak dispersion and charge or dipole-induced dipole
interactions. Here, metal atoms are creating an electric field,
which polarizes the electronic density of H2. The nature of this
interaction can be illustrated by the electronic density
redistribution plots shown in the Supporting Information.
This plot is defined as follows: Δρ = ρ(adsorbent···H2) −
ρ(adsorbent) − ρ(H2). The density ρ of each monomer is
evaluated at the complex geometry. Excess electronic density is
calculated in the area between the metal center and dihydrogen.
Finally, it should be mentioned that the H2 enthalpy of

adsorption (RT or 298 K) on the Rh trinuclear complex (−31.3
kJ mol−1) reaches the target set by the U.S. Department of
Energy (approximately −25 kJ mol−1) for viable hydrogen
storage. However, the gravimetric capacity is expected to be far
below the desired target, because of the low concentration of
the active metal sites in the framework. Since the concentration
of open metal sites per unit cell in a hypothetical Rh-based
MOF is low, the initial high adsorption enthalpy at small H2
loadings will drop significantly at values of ∼10 kJ mol−1. This
value corresponds to physisorption on the organic linkers,
which will be the only available binding sites after all open
metal sites have become saturated with H2.
5. Interaction with CO2. Carbon dioxide is bound through

a tilted end-on η1(O) configuration to the metal atom. The
angle between the metal atom and the O−C(O) atoms is
between 113° and 118°, as summarized in Table 4. The
molecule is slightly distorted by ca. 1.5° from its linear
conformation. The metal−oxygen distance is 250−260 pm for

Al, Sc, Fe, and Ga, and 230−240 pm for V, Cr, Rh, and Ir. The
intramolecular M−Ocentral distances in the M3XB6 model are
almost not affected, with respect to the empty building block.
The elongation is, at most, 1 pm. The binding energies are in
the range between −26 and −43 kJ mol−1 (Table 4). The
calculated enthalpy for Cr of −35 kJ mol−1 is in good
agreement with the reported experimental values of −44 and
−25 kJ mol−1 for Cr(F)-MIL-101, but is lower than the value of
−60 kJ mol−1 in Cr(F)-MIL-100.89−91 Comparison of the DFT
value for Cr with our most accurate WFT calculations shows
that DFT underestimates the interactions with CO2. A similar
value of −30 kJ mol−1 has been calculated with the ωB97X-D
and B3LYP-D functionals.78 The PBE0-D3 value of −34.5 is
smaller, compared to the best CCSD(T) estimate of −49.1 kJ
mol−1. The same trend is also observed for the Rh and Ir cases.
The PBE0-D3 values for Rh and Ir are underestimated by ∼18
and ∼7 kJ mol−1, with respect to the CCSD(T) values of −54.2
and −50.2 kJ mol−1.
For Fe(FxOH1−x)-MIL-100, the calculated value of −27 kJ

mol−1 falls within the measured range of −25 kJ mol−1 to −35
kJ mol−1.92 Similarly, for In(NO3)-socMOF, our computed
value of −31 kJ mol−1 is in very good agreement with the
experimental value of −28.5 kJ mol−1.87

In contrast to the H2 and CO adsorptions on the trinuclear
complexes, the CO2 binding energies21 are not varying
significantly with the choice of the metal. The CO2 interactions
with Rh and Ir are in the same range as with the other metals
examined in this work and are not affected significantly by
changing the metal cation. However, for M-CPO-27, DFT
calculations reveal that some metals have increased interaction
energies with CO2.

20,26

The charge transfer from CO2 to the M3XF6 unit is almost
negligible and the maximum value is ca. 0.1 e for Sc, V, Cr, Rh,
In, and Ir. Polarization of the electron density is observed for
CO2, where the proximal oxygen to the metal atom gains
electron density, with respect to isolated CO2. Similarly, the
distant oxygen atom loses electron density. Contributions from
dispersion are the same for all systems and reach 10 kJ mol−1.
The biggest contribution to the binding comes from the orbital
interactions, which are strongest for Rh and Ir, whereas the
steric interactions have a tendency to destabilize the complex.
We also tried to analyze the electrostatic effects by

considering interactions between a CO2 molecule and a point
charge, as was shown by Park et al.21 The energy of a CO2
molecule is calculated in the presence and absence of a point

Table 4. Energetic and Main Structural Parameters for the Adsorption of CO2 on the M3XB6 Modela

ΔH (kJ mol−1)

binding energy, BE (kJ mol−1) 0 K RT R(M···OOCO) (pm) θ[M−O−COCO)] (deg) θ[O−C−O] (deg)

Al −25.5 −25.1 −23.7 260 112.9 178.7
Sc −35.4 −34.9 −34.6 250 117.3 178.2
V −33.6 −33.4 −33.6 242 117.3 178.4
Crb,c,d −35.8 −36.1 −35.0 (−62,b −44,c −25d) 236 116.2 178.3
Fee −27.7 −28.1 −26.7 (−25 to −35) 255 113.6 178.5
Ga −26.0 −25.4 −23.9 260 113.2 178.5
Rh −37.8 −37.5 −36.1 234 115.8 178.3
Inf −33.5 −32.4 −31.1 (−28.5) 254 116.6 178.1
Ir −42.8 −41.7 −40.7 230 117.8 178.1

aInteraction energies and adsorption enthalpies are given per CO2 molecule.
bCr(F)-MIL-100/101, values of −62 and −44 kJ mol−1, from ref 89.

cCr(F)-MIL-101, value of −44 kJ mol−1 from ref 90. Values in parentheses correspond to the experimental values. dCr(F)-MIL-101, value of −25 kJ
mol−1 from ref 91. Values in parentheses correspond to the experimental values. eFe(FxOH1−x)-MIL-100, from ref 92. Values in parentheses
correspond to the experimental values. fIn(NO3)-socMOF, from ref 87. Values in parentheses correspond to the experimental values.
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charge. The molecule and the point charge are taken from the
optimized geometry of the M3XF6−CO2 model. The partial
charge of the metal atom is calculated from a Bader charge
analysis.93 The results are presented in Table S11. Although
this simple analysis works for the M-CPO-27,21 it fails for the
trimetallic building blocks and cannot reproduce the correct
trend of interaction energies for the different metals. As shown
in Table S11, the electrostatic value for Ir is half that for Al, in
comparison, whereas the DFT binding energies show opposite
behavior. The DFT value for Ir is almost doubled, compared to
that for the Al. This suggests that interactions cannot be
described by this simple model of a positive point charge.
6. Discussion and Analysis. In this section, we discuss the

most important terms that contribute to the binding of CO, H2,
and CO2. The results from the ETS-NOCV analysis are
presented in Table 5. Values in brackets correspond to Löwdin
populations of the individual bonding term. Contours for the
most important NOCVs are shown in the Supporting
Information. For CO, the largest contribution to attractive
interactions is from electrostatics. It amounts to ∼60% of the
total attractive interaction for all metals. As total attractive
interaction, we consider the sum of electrostatics, orbital
interactions, and dispersion. The orbital interactions can be
further separated into forward- and back-donation terms. The
largest contribution is due to σ-type bonding with CO. For Al,
Sc, Ga, and In, σ-type bonding is ∼85% of the total orbital
interactions. In accordance to the NBO analysis, a very small
contribution from back-donation is calculated for these metals.
For the Rh and Ir case, back-donation from the occupied d
metal orbitals to the π* antibonding orbitals of CO becomes
important and contributes ∼40% to the orbital interactions.
The NOCVs scheme estimates a significant charge back-
donation of 0.7e to the π* antibonding orbitals of CO.
For the cases with partially filled d shells, a complementary

analysis is done based on the CASSCF orbitals, in order to
explain the trends in the binding energies of V, Cr, and Fe with
CO. The NPA analysis shows that the charge donation from
CO to the metal follows the order V ≈ Cr > Fe. According to
the analysis, all metals have a partial charge of 0.2e transferred
to their empty p orbitals, but the main difference is in the d
orbitals. In Figure 4, a qualitative picture of the splitting of the
d-orbitals is shown based on the CASSCF results for the M3F6
models. When CO binds, a σ-type coordination bond is formed

with the metal center, which changes its local coordination
environment from square pyramidal to quasi-octahedral. The
change of the crystal field splitting upon CO binding is shown
schematically in Figure 4, where the d-orbitals of the metal are
split into three degenerate t2g orbitals and two eg. The Fe
center, which has a 3d5 configuration, cannot accept a donation
of electron density from CO to the d-orbitals, because they are
fully occupied. In contrast, the V and Cr centers have empty eg
orbitals and, thus, electron density from CO can be donated to
these orbitals. The NPA analysis shows a partial charge transfer
of 0.1e to the empty 3d orbitals of V and Cr and no charge
transfer to the Fe 3d orbitals. This lack of charge transfer to the
3d orbitals may explain why Fe has the weakest affinity to CO,
compared to V and Cr. The NBO analysis did not reveal any
significant occupation (<1%) of the π* antibonding molecular
orbitals of CO in the three cases, so no charge back-donation is
expected for V, Cr, and Fe.
Similar trends are calculated for H2. The electrostatic

interactions are 60% of the total attractive interactions in all
cases, with orbital interactions contributing 40%. Orbital
interactions can be further classified into forward- and back-
donation terms. For Al, Sc, Ga, and In, the ETS-NOCV scheme
calculates only forward-donation from the σ molecular orbital
of H2 to the metal unoccupied orbitals. For Rh and Ir, the back-
donation terms become significant and contribute ∼20% to the
total orbital interactions. The Löwdin population analysis
predicts that charges of 0.2e and 0.3e charge are transferred
from the occupied d-orbitals from Rh and Ir, respectively, to the
σ* antibonding molecular orbital of H2.
For CO2, the highest contribution comes from electrostatic

effects. Their average value is 57%, with Ir being an exception

Table 5. Decomposition of Orbital Interactions (ΔEOI) from the ETS-NOCVs Analysisa

Al Sc Ga Rh In Ir

CO ΔVelectrostatic (kJ mol
−1) −99.6 (58%) −59.4 (60%) −100.4 (59%) −453.2 (60%) −96.6 (59%) −669.4 (58%)

ΔEOI (kJ mol−1) −63.2 (37%) −31.2 (32%) −61.3 (36%) −289.9 (38%) −58.1 (36%) −467.9 (41%)
forward-donation (σ CO → M) −47.1 [0.24] −22.8 [0.18] −47.2 [0.26] −164.8b [0.60] −41.9 [0.25] −211.3b [0.68]
back-donation (M → π* CO) −8.6 [0.20] −4.4 [0.11] −6.6 [0.16] −98.5 [0.69] −5.5 [0.13] −164.1 [0.87]

H2 ΔVelectrostatic (kJ mol
−1) −20.9 (51%) −16.3 (49%) −21.7 (52%) −171.2 (57%) −27.0 (48%) −340.9 (58%)

ΔEOI (kJ mol−1) −14.6 (35%) −12.6 (48%) −15.0 (36%) −122.2 (41%) −24.3 (43%) −240.3 (41%)
forward-donation (σ H2 → M) −10.9 −10.4 −11.7 [0.13] −83.0 [0.40] −18.1 [0.16] −164.8 [0.50]
back-donation (M → σ* H2) 0.0 0.0 0.0 −20.5 [0.29] 0.0 −50.7 [0.18]

CO2 ΔVelectrostatic (kJ mol
−1) −50.0 (56%) −55.1 (57%) −49.0 (56%) −85.0 (57%) −62.0 (55%) −110.8 (51%)

ΔEOI (kJ mol−1) −28.7 (32%) −31.3 (32%) −27.9 (32%) −54.2 (36%) −40.0 (36%) −93.5 (43%)
forward-donation (πg CO2 → M) −18.7 [0.15] −19.5 [0.16] −18.3 [0.16] −35.6 [0.26] −24.4 [0.18] −45.1 [0.29]

aValues in brackets correspond to a Löwdin population analysis of the individual bonding term. Values in parentheses show the percentage that
electrostatic and orbital interactions contribute to the total attractive interactions (ΔVelectrostatic + ΔEOI).

bThere are also additional interactions that
contribute to σ forward-donation.

Figure 4. Change of the crystal field splitting from square planar to
octahedral field. This qualitatively resembles the situation for the Cr
case (d3) upon CO adsorption.
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with slightly lower contributions (51%). Orbital interactions are
estimated at ∼34%, with Ir being an exception with higher
contributions (43%). Dispersion is estimated between 9% and
11%, with Rh and Ir being exceptions with lower contributions
of 7% and 5%. For all metals, a σ-type bonding from the
nonbonding πg molecular orbitals of CO2 to the unoccupied
metal orbitals is calculated but no back-donation to the π*
antibonding orbitals of CO2. The charge donation is ca. 0.15e
for Al, Sc, Ga, and In, and higher (∼0.3e) for Rh and Ir. This
difference is also depicted in the bonding terms, which are
between −18 and −24 kJ mol−1 for Al, Sc, Ga, and In but larger
in value (−36 and −45 kJ mol−1) for Rh and Ir.

■ CONCLUSIONS
In the present work, a systematic study on the interactions of
H2, CO, and CO2 with the unsaturated metal centers of the
MIII

3(μ3-O)X(COO)6 building blocks (M = Al, Sc, V, Cr, Fe,
Ga, Rh, In, Ir) is presented. These building blocks are
molecular units of various MOFs, such as MIL-100, MIL-101,
and MIL-127. To the best of our knowledge, this is the first in-
depth analysis of the noncovalent interactions of this family of
trinuclear species with small molecules. The isostructural nature
of these molecular species allowed to elucidate the correlation
between the electronic structure of the metal center and the
binding strength of H2, CO, and CO2. For the sake of
completeness, the interaction of H2O with the under-
coordinated metal sites was computed and compared with
the other guest molecule binding energies.
The choice of the PBE0-D3/def2-TZVP method was

calibrated against various accurate wave function calculations
and available experimental data. The computational efficiency
of DFT allowed us to perform a computational screening on
several possible metal variants of this family of building blocks.
The strongest interactions were calculated for H2O, followed by
CO ≈ CO2, and are weakest for H2. However, the binding
strength changes for the Rh and Ir noble metals, with the CO
binding being significantly stronger than that for H2O, because
of strong orbital interactions and significant charge back-
donation. By means of the ETS-NOCV method, we were able
to qualitatively interpret the interactions and explain why Rh
and Ir can bind strongly to the guest molecules.
The H2 binding affinities are moderate and almost none of

them are in the desired range for room-temperature (RT)
application in hydrogen storage tanks. Only exceptions are the
Rh and Ir analogues, which show the highest adsorption
enthalpies of −30 and −70 kJ mol−1, respectively, and can form
Kubas-type complexes with H2. Al and Ga centers show very
weak binding (between −4 kJ mol−1 and −5 kJ mol−1). Sc, V,
Cr, and In show intermediate binding (between −9 kJ mol−1

and −12 kJ mol−1). The binding of H2 is mainly due to
dispersion and electrostatic interactions. The open metal site is
creating a field that induces a dipole moment on H2. This
interaction is visualized by density redistribution plots. Only for
the Rh and Ir cases, the results show that there is significant
charge transfer from H2 to the metal center, giving rise to
Kubas-type complexes. Moreover, a significant charge back-
donation is calculated from the occupied d-orbitals of Rh and Ir
to the σ* antibonding molecular orbital of H2.
The binding of CO is mainly due to electrostatic and charge

transfer interactions. The charge is transferred from the σ-
orbital of CO to the orbitals of the metal cation. For the CO
binding on Rh and Ir, a significant charge back-donation from
the metal to the empty π*-orbitals of CO was calculated, which

enhances the binding. The contribution of back-donation is
estimated to be ∼35% of the total orbital interactions for Rh
and Ir, whereas a value of ∼10% is estimated for the other
cases.
By means of DFT calculations, we showed that the binding

energies of small molecules on the open metal sites of the
MIII

3(μ3-O)X(COO)6 building block (M = Al, Sc, V, Cr, Fe,
Ga, Rh, In, Ir) can be tuned by changing the metal
composition. We identified Rh and Ir as promising candidates
for applications in H2 storage or gas separations. This study is a
baseline for future studies how the metal composition or
oxidation state can affect the binding of small molecules.
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(40) Feŕey, G.; Mellot-Draznieks, C.; Serre, C.; Millange, F.; Dutour,
J.; Surble,́ S.; Margiolaki, I. Science 2005, 309, 2040−2042.
(41) Bauer, S.; Serre, C.; Devic, T.; Horcajada, P.; Marrot, J.; Feŕey,
G.; Stock, N. Inorg. Chem. 2008, 47, 7568−7576.
(42) Dhakshinamoorthy, A.; Alvaro, M.; Chevreau, H.; Horcajada, P.;
Devic, T.; Serre, C.; Garcia, H. Catal. Sci. Technol. 2012, 2, 324−330.
(43) Liu, Y.; Eubank, J. F.; Cairns, A. J.; Eckert, J.; Kravtsov, V. C.;
Luebke, R.; Eddaoudi, M. Angew. Chem., Int. Ed. 2007, 46, 3278−3283.
(44) Pang, M.; Cairns, A. J.; Liu, Y.; Belmabkhout, Y.; Zeng, H. C.;
Eddaoudi, M. J. Am. Chem. Soc. 2012, 134, 13176−13179.
(45) Szilaǵyi, P. Á.; Serra-Crespo, P.; Dugulan, I.; Gascon, J.;
Geerlings, H.; Dam, B. CrystEngComm 2013, 15, 10175−10178.
(46) Ahlrichs, R.; Bar̈, M.; Haser, M.; Horn, H.; Kölmel, C. Chem.
Phys. Lett. 1989, 162, 165−169.
(47) TURBOMOLE V6.5 2013, a development of University of
Karlsruhe and Forschungszentrum Karlsruhe GmbH, 1989−2007,
TURBOMOLE GmbH, since 2007; available from www.turbomole.
com.
(48) Deglmann, P.; Furche, F.; Ahlrichs, R. Chem. Phys. Lett. 2002,
362, 511−518.
(49) Perdew, J. P.; Ernzerhof, M.; Burke, K. J. Chem. Phys. 1996, 105,
9982−9985.
(50) Weigend, F.; Ahlrichs, R. Phys. Chem. Chem. Phys. 2005, 7,
3297−3305.
(51) Grimme, S.; Antony, J.; Ehrlich, S.; Krieg, H. J. Chem. Phys.
2010, 132, 154104.
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Adv. Funct. Mater. 2009, 19, 1537−1552.
(91) Chowdhury, P.; Bikkina, C.; Gumma, S. J. Phys. Chem. C 2009,
113, 6616−6621.

(92) Yoon, J. W.; Seo, Y.-K.; Hwang, Y. K.; Chang, J.-S.; Leclerc, H.;
Wuttke, S.; Bazin, P.; Vimont, A.; Daturi, M.; Bloch, E.; Llewellyn, P.
L.; Serre, C.; Horcajada, P.; Grenec̀he, J.-M.; Rodrigues, A. E.; Feŕey,
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